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Comparative Analysis and Performance Evaluation of Contiguous Memory

Techniques

Adeleke, I.A.

Abstract: Memory is a resource that must be carefully managed in computing systems due to its
importance in job executions and in saving information. This paper is based on the techniques that
operating systems use to manage memory allocation through simulation in allocating processes and
data to partitioned memory. The physical memory of the computer system was modeled and
simulation was performed under four contiguous allocation techniques namely; First-fit, Next-fit,
Best-fit and Worst-fit with different percentages of free memory availability. Jobs and processes are
assigned to the memory of a computer system that contained 512 kilobytes (KB) as memory capacity.
Each of these techniques was tested and the result obtained revealed the capacity of memory wastage
by each of them. This showed that the four tested algorithms do not optimize the storage
concurrently. Thus, it was discovered that at 10% memory free, only the worst-fit algorithm had the
highest memory wastage which is 120 KB while the other three techniques had the same memory
wastage of 115 KB. The result repeated itself at 50% memory free in that worst-fit had 296 KB as
the highest memory wastage. Therefore, out of the techniques considered, it was noticed that the
worst-fit wasted the highest memory with a total of 1047 KB while the best-fit had the lowest
memory wastage with a total of 1000 KB.
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I. Introduction execution is terminated as one of its major

i i responsibilities to avoid memory wastage. Thus,
Computer memory is expected to be kept in . . .
e memory management technique is a technique
proper utilization for the users to adequately .
o ] that the operating system uses to allocate
enjoy its usage just as human memory should be .
T processes to the memory by assigning them to a
well managed for proper coordination. The . . , .
] ] specific memory location for their execution and
efficiency of several memory units has been ,
) ) . . recovery of the memory when the process's
identified as fundamental element for improving . . .
. execution terminates or any other condition

the performance and scope of the application of
. . causes the process to free the memory. [2]
computer technologies [1]. This computer
_ , Expressed memory management as all methods
memory is under the control of software written .
used in memory to store code and data, track use,
by the computer manufacturers to stand as an , ;
. . and, where possible, retrieve memory space. [3]
intermediary between the user and the system : .
. , ) Equally opined that memory management is the
which is recognized as an operating system. The . .
, task carried out by the Operating System (OS)
operating system manages the memory by .
. . . and hardware to accommodate multiple
allocating processes to it and recovers it when , . ,
processes in main memory. This has proved the
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In the recent era of computing, applications of
an operating system cannot survive without
efficient memory management, especially if an
application has to be under review load for an
undefined long time. Resources must be utilized
efficiently to enhance performance [4]. Memory
management offers different processes and
threads for the allocation of memory and
The module for
performs

deallocation techniques [5].
memory management memory
allocation and deallocation for the program [6].
The operating system does different storage
management tasks, it tracks the storage media of
which memory part is being used and which
memory part is not being used [7]. At the time of
the process memory request, the operating
system helps to allocate the memory [8]. If the
process no longer requires memory, the memory
will be deallocated [9]. The task of memory
allocation is done with the help of the operating
system in multi-programming [10]. OS offers
two common memory allocation methods which
are static and dynamic. In static memory
management, OS assigns memory to a system
that cannot be modified over time [11]. Static
allocation cannot forecast the amount of
memory needed, particularly in real-time
[12].
technology, however, offers flexibility in memory

scenarios Dynamic  management

acquisition in runtime [13].

Meanwhile, during job performance, the
bottleneck of a computer system is seriously
affected [14]. Consequently, it is apparent from
the work of computer scientists that effective
and efficient main memory management and
virtual memory management in computer
systems will undoubtedly improve the computer
system’s performance by increasing throughput
and processor utilization, decreasing the
response time and turnaround time [15]. Since

main memory is a part of the main components
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for recent computer systems, with a wider
memory capability for various applications for
handling increasingly explosive data [16]. It is
part of the computer which stores data and is an
important resource of the computer which
should be managed carefully by the memory
manager. The speed of a computer system
depends on the way of managing different types
of memory in the computer system. Unlike data
on a hard disk, the data that lives in the memory
cannot be saved and will be lost when the
application quits or the computer is powered off.
Also, if only a few processes can be kept in the
main memory, then much of the time all
processes will be waiting for 1/O and the CPU
will be idle. Hence, memory needs to be allocated
efficiently in order to pack as many processes
into memory as possible. The OS manages
memory by allocating available memory to
different processes and applications so that
running applications have enough memory to
perform their functions. This memory must be
fairly allocated for high processor utilization and
systematic flow of information between main
and secondary memory.

Therefore, in order to maximally utilize the
computer memory, memory partition is highly
imperative. Memory partition is the system by
which the memory of a computer system is
divided into sections for use by the resident
programs which may be fixed, variable or
dynamic partitioning. Fixed partitioning is the
system of dividing memory into non-ovetlapping
(static) sizes in which the partition of memory
apportioned to an active process is unalterable
during the period of existence of a process. In
general, static memory allocation is the allocation
of memory at compile time, before the associated
program is executed, unlike dynamic memory
allocation or automatic memory allocation where
memory is allocated as required at run time [17].
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This is one of the simplest methods for allocating
memory which is to divide memory into several
This
allocation categorizes into fixed equal-size

fixed-sized partitions. static memory
partitions in which the main memory is divided
into equal number of fixed sized partitions and
operating system occupies some fixed portion
and remaining portion of main memory is
available for user’s processes. Any process whose
size is less than or equal to the partition size can
be loaded into any available partition. It supports
multiprogramming. Variable partitioning is the
system of dividing memory into non-overlapping
(unmovable/static) but vatiable sizes. This
system of partitioning is more flexible than the
tixed partitioning configuration, but it is still not
the most ideal solution. Small processes fit into
small partitions and large processes fit into larger
partitions [18]. Fixed wvariable size partitions
overcome the disadvantage present in fixed equal
size partitioning in that if a program is too big to
fit into a partition of fixed equal size partition is
a serious issue.The Fixed Partitioning approach
has a severe loss of memory utilization for
processes that exhibit a wide variance of locality
size [19]. Dynamic memory allocation is a
memory management technique in which a
program can request and return memory while it
is executing [20]. It is discovered as the best
suited for workloads that have regular and
predictable fluctuations in memory demands
which can be achieved using certain functions
like malloc(), calloc(), realloc(), free in C and
"new", ‘"delete" in C++to get memory
dynamically. In dynamic Memory allocation,
memory is allocated during run-time in heap and
this is used when the size of memory is variable
and is known only during run-time.
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II. Materials and Methods

In order to achieve the setup goal, the physical
memory is simulated and implemented by using
bit-map approach in which the memory was
divided into a small cell that could hold only one
bit of data. This is done as large as several
kilobytes, corresponding to each allocation unit
is a bit in the bit-map which is zero (0) if the unit
is free and one (1) if it is used. This was
implemented by using array data structure in
which each array entry can hold only one bit of
data. Then, the input queue of processes was
defined by using an array of processes where
each entry determined the size of the process.
Also, a memory table was defined which is a
record type, containing information about each
memory space, that indicates if the memory is
free or which process is currently allocated to it
and the duration at which the process has to be
in the memory. The four memory allocation
techniques are simulated and implemented with
their respective algorithms. This was therefore
assigned process of the queue in the memory
space and keeping the track in the memory table.

Finally, both the total memory small spaces not
used by each technique are summed and
compared for different memory availability by
using table and plotting graph in which the
differences are clearly highlighted. This was
implemented by using an object-oriented
language called Delphi 6 programming language
when partitioned memory was examined within
the range of 10% to 50% free memory

availability.

A. Different Types of Contiguous Memory
Allocation Techniques

Having partitioned the memory and the
processes are already on a queue the next thing

for the process is to search for the free block in
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the memory using any fit algorithms but priority
is to be given to the process/job in front of the
queue. There are four types of memory allocation
techniques that are well pronounced namely;

i.  Best-fit: It chooses the block, that is closest
in size to the given request from the beginning to
the ending free blocks. This strategy produces
the smallest leftover hole. When a process needs
memory, the operating system will allocate the
smallest memory space that will fulfill the
memory requirement for the process. So, for
example, if there are the following free memory
blocks: 10 KB, 25 KB, 30 KB, 15 KB, 8KB and
20 KB, and a process needs 12 KB to run, it will
be assigned the 15 KB space. This is because
there is no 12 KB space, and the 10KB space will
be too small, but the 25 KB will be too large.
Even though the 15 KB space is a little larger
than what is required by the process, this is the
best space available for the process.

ii.  First-fit: It begins to scan memory from the
beginning and chooses the first available block
which is large enough. Searching can start either
at the beginning of the set of blocks or where the
previous first-fit search ended. We can stop
searching as soon as we find a free block that is

large enough.

iii. Worst-fit: Worst-fit memory allocation
allocates free available block to the new job [21].
That is, it allocates the largest block but by
searching the entire list, unless it is sorted by size.
This strategy produces the largest leftover hole
which may be more useful than the smaller
leftover hole from a best-fit approach.

iv. Next-fit: It begins to scan memory from
the location of the last placement and chooses
the next available block. In the figure below the
last allocated block is 18k, thus it starts from this
block itself can

position and the next
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accommodate this 20K block in place of 36K
free block. It leads to the wastage of 16KB space.

B. Algorithms of How Process/Job is
Assigned

Here are the algorithms that had been utilized to
achieve the total amount of memory wastage
during the execution of the programs. Table 1
represents the initial algorithm which other

algorithms are depending upon.

i.  First-fit Approach

In first -fit algorithm, the memory manager scans
along the list of segments until it finds a space
that is big enough. The space is then broken up
into two pieces, one for the process and one for
the unused memory except in the unlikely case of
an exact fit. First fit is a fast algorithm because it
searches as little as possible. The algorithm for
first-fit is as presented in Table 2.

ii.  Next-fit Approach

It works the same way as first-fit except that it
keeps track of where it is when it finds a suitable
space. The next time it is called, it starts searching
from where it is left off instead of always at the
first-fit The
algorithm that was employed for this is written in
Table 3.

beginning as normally does.

iii. Best-fit approach

Best-fit searches the entire list of the partitioned
memory and takes the smallest space that is
adequate enough. Rather than breaking up a big
space that might be needed later, best fir tries to
find a space that is close to the actual size needed.
The algorithm that does this is written in Table 4

iv.  Worst-fit approach

This always takes the largest available space so
that the space broken off will be big enough to
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hold the process or job. Table 5 was presented to
show the algorithm of Worst-fit approach.

Table 1: Initial algorithm
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STEP 1  If there still exist job/process in the
quene and there exist free block in the
menory

STEP 2 Then pick the job from the front of quene
that can fit that block and assign it to
the block

STEP 3 If process has completed its execution

STEP 4  Remove it from the memory block

STEP 5  DPut it on the set of executed job

STEP 6  Free that memory partition

STEP 7  Go o the incoming quene and start again
Until no more job on the quene

Table 2: First-fit algorithm

STEP 1 If there still exist job in the quene

STEP 2 Ifthere are several free blocks (spaces) in
the menmory

STEP 3 Pick the job from the front of the quene

STEP 4  _Allocate it to the first space that is big
enough to accommodate it

STEP 5  Return to the beginning of the activity

STEP 6  Repeat the exercise until there is no
more job on the quene

STEP 7  Take note of the memory wasted for the

whole excercise

STEP 9  Return to the beginning of the memory
partition
STEP 10  Continue with the searching until you
get free space that can accommodate it
STEP 11  Find the total memory wasted during
allocation exercise
Table 4: Best-fit Algorithm
STEP 1  Ifthere still exist job in the quene as well
as ffree memory space in the meniory
STEP 2 Pick a job from the quene and allocate it
to the smallest free hole that is adequate
to accommodate it
STEP 3  Repeat the exercise until there is no more
Job on a quene
STEP 4  Terminate the process
STEP 5  Determine the memory wasted all

throngh

Table 5: Worst-fit Algorithm

Table 3: Next-fit Algorithm

STEP 1

STEP 2
STEP 3

STEP 4

STEP 5

STEP 6

If there exist job in the quene and there
excist free memory space

Pick job from the front of the quene
Assign it to the largest free space large
enough to accommodate it

Return to the beginning of the operation
if there are still jobs and free spaces
Terminate the work if there is no more
Job

Record the memory wasted to do the job
allocation

STEP 1 If there exist several free space on the
menory

STEP 2 [f there are jobs to be allocated into the
menory

STEP 3 Pick job from the set of jobs

STEP 4  _Allocate it to any first free space big
enongh to accommodate it

STEP 5  DPick another job

STEP 6  Start searching from where you stopped
before

STEP 7  _Allocate the job to the next big enongh
free space

STEP 8  If there is no free space enough to
accommodate the job

III. Result and Discussions

Having modelled the physical memory of a

computer system using fixed equal-size partition

method system and implemented a simulation of

four contiguous memory allocation techniques
(best-fit, next-fit, worst-fit and first-fit) under the

set up range of memory availability, it was

discovered that a lot of the memory is wasted by

all those algorithms although some seem to be

better than others. Therefore, discovering the
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most efficient algorithm among the four memory
allocation techniques has to do with the factor
that has been tried to optimize (memory usage)
which includes; the size of the memory and the
percentage at which the memory is used. Table 6
was presented to show the various percentages
employed for the simulation of the four memory
techniques under consideration with their
respective memory wastage in KB. Therefore,
discovering the most efficient algorithm among
the four memory allocation techniques has to do
with the factor that has been tried to optimize
(memory usage) which includes; the size of the
memory and the percentage at which the

memory is used.

Table 6. Result of the Simulation of the
Physical Memory that was Modeled

FREEMEM 10% 20% 30% 40% 50%

FIRST FIT 115 160 215 225 286
NEXT FIT 115 160 220 251 286
BEST FIT 115 160 210 235 280

WORSTFIT 120 160 225 246 296

Table 6had revealed that at 10% free memory all
the techniques wasted 115 KB memory space
while worst-fit wasted 120 KB memory space. At
20%, the four of them wasted 160 KB memory
best-fit wasted the smallest
memory (210KB memory), next-fit wasted 220
KB memory, the worst-fit wasted 225 KB
memory which is the highest and first-fit wasted
215 KB memory, at 40%, best-fit wasted 235KB
memory, next-fit wasted 251KB memory, worst-
fit wasted 246 KB memory and first-fit wasted
225 KB memory and at 50% best-fit wasted 280
KB memory, next-fit and first-fit wasted 286 KB
memory each while worst-fit wasted the highest

space, at 30%,

memory which is 296KB. The summation of the
memory wasted within the range of 10% and
50% memory free among the four contiguous
memory allocation techniques
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Figure 1. Graph of the comparative result of four
contiguous memory allocations

had revealed that worst-fit was the highest which
is 1047KB while best-fit had the smallest
memory wasted which is 1000KB. This implied
that the worst-fit algorithm could not efficiently
manage memory space in static variable memory
partition. The obtained result from Table 6 is
represented using both bar chart in Figure 1 and
line graph in Figure 2 for clarity of the memory
size that is been wasted by each of the
algorithms. Figure 1 was used to represent
memory wasted by first-fit, next-fit, best-fit and
worst-fit based on the percentage range under
consideration in which X-axis was used for
percentage range and Y-axis was used for the
amount of memory wasted. From 10% to 50%,
it revealed that best-fit has the smallest memory
wastage. Figure 2 was used to present the overall
amount of memory wasted at a glance. The four
contiguous memory allocation techniques (first-
fit, next-fit, best-fit
consideration were used as X-axis while the total

and worst-fit) under

amount of memory wasted by each technique
was shown in Y-axis. This line graph in Figure 2
revealed equally that the best-fit wasted the
lowest amount of memory. Thus, it should be a
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technique that should be adopted for efficient

memory management.

1060 +
1050 +
1040 A
1030 A
1020 A
1010 -+
1000 A
990 +
980 +
970 T T T ]

Total Memory Wasted

Memory Allocation Techniques

Figure 2. Graph of the summation of four
contiguous memory allocation techniques

IV. Conclusion

The study had surveyed the memory allocation
system under different free memory availability
where each process/job was allocated with fixed
memory space through modeling system. The
total storage wasted by each memory allocation
technique was observed and recorded. The
system produced a summary of the memory table
by checking which memory block or memory
address each process was assigned and give an
output of the location of the memory address
where the process was assigned. It also
performed the summation of all memory space
that was not used when processes were still on
the queue waiting for free space in the memory
large enough to accommodate them and the

wasted memory size.
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